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FOREWORD

This report has been compiled for the University of Rochester
under agreement NsG-209 AG-1, Modification 4, entitled "Wolf Trap
Microbe Detection Device" and constitutes the final report on

the Wolf Trap experiment continuation study.

The authors gratefully acknowledge major contributions from

Margo Shaw, research analyst, and June Warwick, technical
editor.
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ABSTRACT

In 1903, the hardware development of the Wolf Trap detection

device began, culminating in an engineering model in 1966. The
resulting device is patterned after the early work of Dr. Vishniac,
who provided information on light scattering and pH changes in

an enrichment culture. The original design effort was simply to
transform a laboratory technique into something suitable for a

space mission—with no attempt to augment the original "yes/no"
indication of life.

After the device was built and tested, it became possible to
critically evaluate the conclusiveness of the data provided by
the Wolf Trap. Light scattering is a powerful tool in the detec-
tion of life, providing direct observation of increases in the
number of suspended organisms. Present day technological defi-
ciencies in pH probe manufacture has caused us to consider alter-
nate measurements of chemical changes caused by biological
activity. These alternatives are sought because it is realized
that to insure meaningful data, both an increase in particle

number and changes in biological activity must be measured.

This report reviews the theory of light scattering, X-ray scatter-
ing, conductivity, and fluorescence. A discussion follows each
theoretical section to stress those aspects of theory which
should be considered in future decisions on Wolf Trap. Thus, an
alternative to pH measurement is examined in theory, then dis-
cussed in relationship to the goal of current work on Wolf Trap—
to insure that the data obtained by the Wolf Trap device is
conclusive.
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Section 1
LIGHT SCATTERING

i

i

i

l Before presenting the theory of light scattering, it may be well
to review its historical development. In 1868, John Tyndall

l presented a paper to the Royal Society of London in which he
explained the blueness of the sky as a function of the size and

I density of particles in the air. Shortly afterward, Lord
Rayvleigh made the first scientific attempts to measﬁre light

I scattering. After Maxwell introduced his electrom\%gnetic con-
cepts and developed equations to explain the behavior of light,
rigorous mathematical treatment of light scattering:and other

I light phenomena became possible. Within a few years, Debye
and Mie together succeeded in finding practical mathematical

I solutions to the very involved theoretical equations set forth
by Maxwell. At first they worked with the simplified model of

' Rayleigh and considered only scatter from very small spherical
particles. Later, they extended the basic theory to include a

l wider range of particle sizes. They also evaluated the effect
of refractive index and other physical properties of particles.
However, large electronic computers were required before full

l advantage could be taken of much of this work. Today, the 1lit-
erature contains computer treatments of many special cases based

l upon the early concepts by Debye and Mie.

|

i

i

i

i

i

Very recently, biochemists and polymer chemists have applied light
scattering techniques to the problem of determining molecular
shapes and dimensions. This exacting work requires the use of
highly specialized instruments. Commercial products do not meet
the need, forcing researchers to either modify existing instru-
ments, or develop their own. The commercial instruments are de-
signed primarily for determining crude size distribution of par-
ticulate matter, and are used in studies of atmospheric and water
contamination. This is far afield of the researcher's interest

in the physical properties of single particles.

1-1
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I1f a beam of unpolarized parallel light is passed through a
suspension of small nonabsorbing particles, light is scattered
from the path of the beam and the suspension appears cloudy.
From this, it can be concluded that the suspended particles have
a refractive index different from that of the medium.

In a unit volume of solvent, all solvent molecules are theore-
tically of equal size and arranged in a three-dimensional,
regular array. When a beam of parallel, nonpolarized light
passes through the liquid, each molecule acts as a center of
scatter. All of the light scattered in directions lateral to
the incident beam is cancelled by destructive interference.

Only those photons that are scattered parallel to the incident
beam are reinforced by constructive interference. To the obser-

ver, all of the light has been scattered in the forward direction.

However, an inhomogeneity upsets this condition and produces
lateral scattering. Therefore, when particles are introduced
into the hypothetical solvent in a random fashion, the particles
produce inhomogeneities and become centers of scatter. The
lateral scattering attenuates the intensity of the incident beam
as it passes through the inhomogeneous medium.

This attenuation of the primary light beam intensity in a dilute
suspension is shown by the equation

I =1 e % (1.1)

Where I0 is the intensity of the primary beam, I is the intensity
after the light has penetrated X distance into the suspension,
and T is the reciprocal of the distance through which the inci-
dent beam must pass in order to be weakened by scattering to 1l/e
or 43 percent of I . 1In a suspension of small particles (diame-
ter 0.1 microns) such as we are considering, this distance is

1-2
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about 100 meters; therefore, 1 is of the order of 1/102 meters.
In gencral 1 is the function of a variety of factors: the
wavelength of the primary light, the concentration, the size,

the shape, and the rclative refractive index of the scattering
particle.

Equation (1.2) shows the fraction of the incident light that is
scattered by a unit volume of the suspension

4

- §IL(.2_“> no? (1.2)
3\

where n is the number of particles per cubic centimeter, A is
the wavelength of the incident light, and o is a proportionality
factor relating the magnitude of the induced electric moment to
the strength of the exciting electric field. Each particle
radiates as an independent dipole that oscillates in phase with
the incident ray. The dipole is created when one or more of the
electrons in a particle are set into forced vibration by the
incident light. This oscillating dipole immediately returns to

normal by radiating a secondary wave of the same frequency as
the incident light.

In the special case of small spherical particles, a of Eq. (1.2)
1s proportional to the volume of the particle. The intensity of
the scattered light is therefore proportional to the square of
the volume or to the sixth power of the radius of the particle.
Within the particle size range (diameter less than 1/10 A) for
which the Rayleigh equation holds true, there is thus this pro-

nounced effect on the intensity of the scattered light as a func-
tion of the particle size.

1-3
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Another factor affecting the intensity of the scattered light is
n of Eq. (1.2). 1In other words, as the concentration of parti-

cles in a solution increases, T increases proportionately.

For any angle 6 measured from the direction of the incident beam,
the intensity of the observed scattered light is the result of
all of the constructive and destructive interactions of the

light waves (Fig. 1-1). For systems obeying the Rayleigh equa-
tion, the observed intensity of the scattered light is propor-

tional to (1 + cosze); that is, Ty is dependent on the magnitude
of angle 6.

In this case, Eq. (1.2) becomes

Tob = Ll ( Eﬂ_)4 naz (1 + cos2 8) (1.3)
3 A

where Tob the observed turbidity, for any 6 now relates to
that fraction of the incident light scattered by angle 6. The
scattered light is in fact composed of two optically polarized
components. One component has the electric vector perpendicular
to the axis of the incident beam, the electric vector of the
ofher 1s parallel to this axis.

Figures 1-2 through 1-8 are semi-log polar plots of angular

scattered intensity.* In these figures, a solid line represents

*Figures 1-2 through 1-7 are obtained by plotting data from com-

puter solutions of Mie theory equations published by NBS: '"Tables
of Scattering Functions For Spherical Particles', U.S. National
Bureau of Standards, Applied Mathematics Series (AMS) No. 4,
U.S. Government Printing Office, Jan 25 1949. Figure 1-8 is
from G. C. Clark, Chiao-Min Chu, and S. W, Churchill, '"Angular
Distribution Coefficients For Radiation Scattered by a Spherical
Particle." Journal of the Optical Society of America, Vol. 47,

pp. 81 to 84 1957.

1-4
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Fig.

1-2

Small Spherical Dielectric Scatter Plot: m

1.33;

o = 0.5
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the total scattered light intensity. The broken line repre-

sents only that component in which the electric vector is per-
pendicular to the axis of the incident beam. This second line
shows that there is a difference in intensity as a function of
6 and optical polarization as a function of 6 for each of the

two components. Alpha—as found on these figures—is defined
as

o = 7\'— (1.4)

where & is the length of the particle. It should not be con-
fused with the alpha of Eq. (1.2).

Also, the m that appearé with these figures is the relative
refractive index of the system

m = — (1.5)

where i1 is the refractive index of the particle, and iO is the

refractive index of the solvent. All of these terms appear in
Mie theory equations.

Figures 1-2 and 1-3 represent the special case of small, spheri-
cal, nonabosrbing particles. Figures 1-4, 1-5, 1-6, and 1-7 are
plotted from data for larger particles, (a approximately equal

to or greater than 3.) The angular scattering patterns for these
larger particles exhibit pronounced maxima and minima. This can
be attributed to destructive interference caused by multiple
scattering points within each individual large particle.

Rayleigh scatter simplifications do not hold in this particle

size range, so that the equations that must be employed become
very complex.

1-14
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Looking at Fig. 1-2, 1-4, 1-6, and 1-8, it is noticed that as

a increases for a given refractive index (here 1.33), the plots
become more structured. In other words, as the particle size
increases, the number of maxima and minima increases as does
also the ratio of the intensity at one maximum to the intensity
at the next minimum. In addition, the light scatter envelope
varies from almost equal scatter in all directions, to a pro-
nounced scatter in the forward direction.

Turning to a comparison of Figs. 1-2, 1-3, 1-4, 1-5, and 1-6,
1-7, where o is held constant for each pair, it is seen that a
difference in refractive index (here we are comparing m = 1.33

and m = 2.0) causes very little change in the structure of the
plot.

So far, we have considered light scatter for spherical, non-
absorbing particles. It should be noted that other cases exist.
If the particles are light-absorbing, the overall intensity of
scattered light is greatly reduced. However, an increase in the
number of particles still produces an increase in the amount of
light scattered, as in the case for nonabsorbing particles. If
the particles are large and light-absorbing, the light scatter
diagrams show less pronounced maxima and minima. It has been
suggested that this is due to the attenuation of internally
reflected rays by the absorbing material, which provides less
opportunity for destructive interference to occur. If the spheres
reflect light, back scatter (where 6 = 180 degrees) is greatly
increased.

Figure 1-9 is a partial light scatter diagram for rod-like par-
ticles. The smooth appearance of this partial plot should be
compared with Figs. 1-4 and 1-5.

1-15
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These three diagrams might be expected to be very similar—since
the alpha for each plot is the same. However, another considera-
tion must be introduced: the three plots are for random orien-
tation of particles in a suspension. Because a rod has a long
and short axis, we can speak of random and nonrandom orientation
of all such particles in a suspension. And spheres by defini-
tion, cannot be said to be in random or nonrandom orientation
since they appear the same from all directions.

If a light scatter plot were made for nonrandom orientation of
rod-1like particles, the plot would be highly structured—unlike
Fig. 1-9.* 1In contrast, there is no change in the structure of a

light scatter plot as a function of orientation for spheres, due
to theilr geometry.

Furthermore, Powell** recently has shown that when rod-like par-
ticles are oriented so that the long axis is normal to the inci-
dent beam, the intensity of scattered light is increased by 28
percent over that observed for random orientation. Similar

experiments with human erythrocytes resulted in a 12 percent
increase.

*Figure 1-9 is from Gerald Oster, P. M. Doty and B. M. Zimm,

"Light Scattering Studies of Wbacco Mosaic Virus," J. Am. Chem.
Soc., Vol. 69, pp. 1193 to 1197, 1967.

**E. 0. Powell and P. J. Stoward, "A Photometric Method for
Following Changes in Length of Bacteria," Journal of General
Microbiology, Vol. 27, pp. 489 to 500, 1962.

1-16
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In light of the preceding theoretical work, let us consider the

requirements that must be met in detecting life. The following
1s a familiar list:

(1) The technique used in life detection should be

based on the fewest assumptions possible.

(2) Data that is interpreted as a positive indication
of life should have a low probability of occur-
rence if there is no life present.

(3) A negative indication of life should be as con-
clusive as possible.

Life can be characterized as that which reproduces, mutates,

and reproduces mutations. The approach used in Wolf Trap rests
on this basic assumption—that life on Mars does reproduce.

The preliminary engineering model has been tested to prove

that the Wolf Trap technique is basically sound. It is now only

necessary to optimize the design of the instrument as advances
in components allow.

In theory, a nutrient solution alone scatters no light. When
particles are introduced, a fraction of the incident light =1
is scattered.

T = §1T—(2~75)no¢2 (6.1)

1-17
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This 1 varies as n and/or a vary. It is at this point that we

should consider requirement (2). A series of calibration curves

for many different organisms and combinations of organisms can
be obtained in the laboratory with the Wolf Trap device. Ex-
perience gained in recognizing growth curves will insure that

any chance increase in o is not misinterpreted as an increase

in the number of organisms. Even if an increase in a were to ap-

proximate a growth curve, the measurement of other parameters
would alleviate any confusion.

Light scatter theory indicates that the structure of a light
scatter plot can provide an approximate size of spherical par-
ticles. This measurement becomes more significant if pure cul-

tures are obtained. And an increase in the number of detectors
could further refine this approximation.

A pure culture offers more, though, than a refined process of
approximating particulate size. For example, if the organisms
were to be oriented in an orderly arrangement after they have
been identified as a pure culture, an approximation of their
shape would also be possible.

So far we have been reviewing the theoretical potentials of the
Wolf Trap device. There are many specific questions to be
answered, and there are many alternatives to consider. Our
next step should be laboratory testing. The following is a
list of approaches that we feel would be advantageously tested.

(1) Multiple detectors would enable us to detect not
only forward scatter but also scatter at other
angles. Such a geometric arrangement would make
both particle size and particle shape determin-
ations possible.
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(2) The path length of the light within the culture
chamber could be increased, if this light could
be reflected from the interior walls of the
chamber. Such an increase in path length would
intensify the signal strength for a given power
expenditure.

(3) Pulsing the light source would reduce the power
expenditure. Pulse amplifiers would improve the
signal-to-noise ratio.

(4) It may be advantageous to detect life at the sur-
face of the culture chamber (as well as within the
nutrient media).

(5) It may be that the sun could provide an intense,
broadband source of light.

(6) A light source suitable both for photosynthesis
and light scatter measurement could greatly re-

duce power requirements.

(7) Fiber optics may provide a way to better distri-
bute and direct the light from the light source.

(8) To aid in the determination of particle shape,
it may be possible to orient the particles in an
orderly arrangement (i.e., as blood cells in the
capillaries) and stream the particles past the
optics.

(9) A colorimeter determination may be possible

1-19
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Section 2
X-RAY SCATTERING

In 1906, Charles Barkla and C. A. Sadler correctly determined
the number of electrons in the carbon atom by measuring the
X-ray scattering coefficient of carbon. This determination was
based on the theoretical work of J. J. Thomson. Barkla's work
formed a strong support for the supposition that X-rays are of
the same nature as other known electromagnetic radiation.

In 1960, Kratky, Luzzati, Baro, and Witz used X-ray scattering
techniques in an attempt to better understand the detailed
structures of biopolymers in solution. In their work, they
were able to determine molecular weight, particle density,

volume, hydration, and surface to volume ratio for macromole-
cules.

We are basing our considerations of X-ray scattering as a com-
plimentary technique of 1life detection on the Thomson

equation
7.9 x 10729 1 + cos®z20

i = ——— P (2.1)
el a2 2

where iel is the intensity of the scattered radiation when a
single electron is exposed to a primary beam P of X-rays, a is
the distance from the observer to the point of scatter, and 2 ©

is the angle between the primary beam and the scattered radiation.

2-1
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Basically, the phenomena of X-ray scattering and light scatter-
ing are identical. In other words, what applies to one in most
cases, applies to the other. Two differences do arise, however,

in the segments of the theory we are considering.

First, when working with light scatter, we were considering
particles of 0.1y to 1.0u and wavelengths of 0.4 to 0.8y
(4000 to SOOO.K). Now we have turned our attention to macro-
molecules of approximately 0.01lu and wavelengths of 4.0 to
8.0 x 10 %, (1/1000 that of visible light).

Secondly, in the Thomson equation, we are now considering scatter
from a single electron rather than from a whole particle. 1In
light scatter, each particle radiates as an independent dipole
oscillating in phase with the incident ray. The oscillating
dipole immediately returns to normal by radiating a secondary
wave of the same frequency as the incident light. In X-ray
scatter, when a beam of electromagnetic radiation strikes an
electron, some of the energy is absorbed and then reemitted at

the same frequency as that of the incident radiation.

The reason for this second difference is historical. Rayleigh's
work on light scatter was in terms of whole particles while
Thomson's was in terms of single electrons, and these two view

points have been continued in subsequent work in the field.

In light scatter, most of the scatter from a large particle is
in the forward direction, as shown in Fig. 1-8. Macromolecules
are so large in comparison to X-rays that, for all purposes,
most of the X-rays are scattered in the forward direction. 1In
theory, for a given a, a scatter plot looks the same whether

2 = 0.1y or 2 = 0.01y and X is in the range of X-ray or visible
light.

2-2
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With this in mind, it can be seen that 0, the angle between the

primary beam and the scattered radiation, is always very small.

i+ coszze

> of Equation (2.1) approaches unity,
and we need not consider it further. Our revised equation is

Hence, the term

7.9 x 1026

iel = ———-—7———' P (2.2)
a

Let us now consider a substance of molecular weight M contain-

ing Z1 mole-electrons per gram, When ZlM electrons per molecule
are exposed to a beam of X-rays, each electron acts as a diffrac-
tion center. The amplitude of these diffractions becomes additive,

and the square of the resulting amplitude is proportional to the
intensity. Therefore, Eq. (2.2) becomes

. 7.9 x 1026 -
1e1 = “——j;r—- P ZlM (2.3)

In a theoretical dispersed single component system, there is

no phase relationship between the scattered rays if the average
distance between the macromolecules is greater than %, where 2

is the dimension of a macromolecule. If the system contains g

grams (1.e. %ﬁ where N is Avagadro's number), then the scatter
intensity is given by

7.9 x 1072° gN
lel = ————;7—— leM ﬁ- (2.4)
or
7.9 x 1072
.o ey ,
igq az PZlMgN (2.5)

2-3
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This scatter intensity is proportional to the weight concentra-
tion of the system as well as to the weight of each molecule.
This is similar to the effect of n in Eq. (1.2): i.e., as n

increases, T increases.

Since this single component system does not encompass the prac-
tical case of the nutrient solution that we must work with,

our interest turns to the molecular dimensions of the solvent
and solute particles. A uniform density of electrons throughout
the solvent system is necessary so that the electrons of the
solvent molecules appear as a continuum. As noted in the sec-
tion on light scatter theory, X-rays scattered laterally from
the nutrient will be extinguished by destructive interference.
Ideally, the only inhomogeneities in the continuum are the
macromolecules, which appear as localized disturbances. X-ray
scattering occurs at these sites because the macromolecules
have higher electron densities than do the molecules of the
nutrient solution they have displaced.

This effect is described by the relationship
Z, = 1, -~ VP, (2.6)

Where Ze is the excess electrons, Z1 the effective mole-electrons
per gram of macromolecular substance, and Vl the partial specific
volume of the macromolecules. The electron density P2 is the
number of mole-electrons per cm3 and is given by

£ atomic number of solute

P, = density X (2.7)
I atomic weight of solute

where the term ''density' reflects the fact that—due to the
nature of bond lengths—a polymerized molecule occupies less

space than an equivalent number of individual monomer molecules.

2-4
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Let us return once again to the Criteria that must be met in
detecting life.

Both requirements (2) and (3) (page 1-17) stress the need for
measuring additional parameters. Our previous work with the
Wolf Trap device has indicated several useful and interesting
possibilities. However, laboratory testing is necessary to eval-
uate these various approaches.

There are several major considerations governing the selection
of the various parameters to be measured. These considerations
include the power available, the weight, size, compatibility
(with other experiments), ruggedness, and telemetry character-
istics of the device.

X-ray scatter is similar to light scatter, except that X-rays
are scattered by much smaller particles. Therefore, X-ray
scatter would provide an important confirmation for life detec-
tion in the Wolf Trap device. The evidence of life would be
much more conclusive if, concurrently with an increase in the
number of particles, an increase in the number of particle sub-
units were also observed.

However, X-ray scatter is not a developed laboratory technique
for detecting macromolecules within an organism. For this
reason, testing is needed to determine the feasibility of this
technique. The geometric considerations in X-ray scatter are
very critical since the scatter angles are very small,

Mention has been made of the considerations necessary when
designing a nutrient media to be used with X-rays. Such a
media suitable for use with X-rays would also be suitable for
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use with light, if one more criteria were met—transparency
to light. Because losses in the incident beam of X-rays will
occur in the windows as well as the nutrient, the path length

in these materials is necessarily quite short.

To reduce this absorption, the windows must be constructed
from materials of low atomic number, such as beryllium and
aluminum. The same window might not pass both types of radi-
ation as all common light transparent materials stop X-rays
(except perhaps plastic).

One important feature of X-ray is that the photons are so
energetic that single photons can be counted. Thus, the source

intensity for X-ray scatter determinations can be low.

There are several possible X-ray sources that could meet the
needs of a life detection instrument; for example miniature
X-ray generators, or radioactive sources. The latter is
especially attractive since such sources require no power.
The feasibility of this approach depends, in part, on the
concentration of macromolecules within an organism; 1i.e.,

if macromolecules are highly clumped, it is difficult to get
meaningful data.

Laboratory measurements are needed to determine the optimum
optics for X-ray scatter. Some of the considerations are known
for light scatter, but more information is needed for the
specific case of X-ray scatter.

2-6
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The following is a list of suggestions for laboratory testing of
the X-ray scatter technique.

(1)

(2)

(3)

(4)

(5)

Conduct tests to determine whether

radioactive X-ray sources will be suitable.

Conduct tests to determine the suitability

of currently available X-ray generators. It
may be desirable, however, to develop and test
an efficient, small X-ray generator with a
highly collimated beam for this specific
application.

Test various media for use in Wolf Trap to
optimize the X-ray scatter technique.

Design an experimental culture cell that is
practical for both light and X-ray scatter—if
both techniques are to be used.

Conduct further tests to relate the X-ray
scatter technique to the other parameters
being measured.
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Section 3
CONDUCTIVITY

Hydrogen ion concentration measurement (pH) has already been
suggested as a parameter to be measured in Wolf Trap; however,
due to the existing problems of electrode sterilization, it is
necessary to consider an alternate approach. Conductivity
could give somewhat the same type of information as pH measure-
ments. Once the sample is introduced and the system has

stabilized, any changes in conductivity would be due to changes
in temperature or chemical ionization.

Electricity has been shown to flow through liquids. This flow
depends on the movement of electric charges such as: electrons
(as in the case of metals); positive and negative ions (as in

salt, acid or base solutions); or larger charged particles (as
in colloidal conductors).

The current flowing through a given electrolytic conductor is
related to: the applied voltage; the number of charged part-
icles; and the current-carrying capacity of the particles in
the solvent at a given temperature and pressure.

Chemical reactions occur at two metallic electrodes—an anode
and a cathode. Anions, which are negative ions, move towards
the anode while cations, which are positive ions, move towards
the cathode. Conductance in an electrolytic cell involves
both ionic and electronic transport. Electrons are released
to the metal by ions at the anodes (oxidation). These elec-
trons are transported to the cathode where electrons are
absorbed from the electrode by ions (reduction).

Current is proportional to the applied electromotive force
in metallic conduction.

(3.1)

Lo |
i
o <
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where I is the current, V the electromotive force, and R is

the resistance of the circuit. This is Ohm's law. Frederick
Kohlrausch has shown that this law also applies to electrolytic
conductance when polarization (as defined below) is eliminated

because an electrolyte has a constant resistance under given
conditions.

If a direct current is driven between two platinum electrodes
immersed in an electrolytic solution, the flow of current may
decrease in time. Part of the explanation for this decrease
in flow is found in the accumulation of the products of elec-
trolysis at the electrodes. These products form a galvanic
cell that causes a current to flow in the opposite direction
of the primary flow. This reverse electromotive force is
called the electromotive force of polarization.

In order to accurately measure electrolytic conductivity,
polarization must be eliminated. In 1869, Kohlrausch and Mol-
born virtually eliminated polarization in their measurements
by using an alternating rather than direct current. By this
method, the ions are driven first in one direction and then
the other. This allows only a small amount of the products

of electrolysis to accumulate at the electrodes.

An additional approach for reducing polarization is the use
of platinum black electrodes. This increases surface area—
which is desirable; however, platinum electrodes absorb a
certain amount of salt in the blacking process (immersion in
a 3 percent solution of platinum chloride that contains a
trace of lead acetate). This could introduce errors when
dilute solutions are involved. To increase sensitivity in
dilute solutions, the electrodes are heated after platiniza-
tion to give a gray surface.

3-2
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The usual method of measuring resistance is the Wheatstone
bridge, which is diagramed below.

Fig. 3-1 Wheatstone Bridge

In this figure, ry and T, are fixed resistances with R, the
electrolytic cell of unknown resistance. R, is a variable
potentiometer that is adjusted until the detector C indicates
that no current is flowing across the bridge. In this equili-
brium condition, the voltage at points a and b are identical.
Figure 3-2 shows a generalized electrolytic cell.

The resistance of the electrolyte is given by

R, = Ry=— (3.2)



F67-13
| _—~SOLUTION
/
PLATINUM
/7 ELECTRODES
| GLASS CELL
Fig. 3-2 Electrolytic Cell
The conductance is
1
e = - (3.3)
Ry

which is the current (in amperes) for 1 volt potential difference
between the electrodes.

The cell is placed in a thermostatically controlled bath, since
conductivity increases with temperature. For a standardized cell,
the temperature coefficient is approximately 2 percent per degree.

Several alternate methods for measuring conductivity have been

proposed, all of them using direct current. These approaches
attempt to overcome errors introduced by electrostatic capacity
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and polarization. E. Newberry modified the usual method of
measuring resistance in a metallic conductor by determining,
during the flow of a known current, the fall of potential
between two points in a path of known dimensions. For this
purpose, a tube of known dimensions contains the electrolyte.
The tube is placed horizontally, connected at each end to
vessels containing the electrodes. Standard electrodes (cal-
omel, mercurous sulfate) come into contact with the solution
in the tube at two intermediate points and connect with an
accurate dial potentiometer. The resistance of the electrolyte
is defined by Ohm's law. E. D. Eastman developed a similar
method, but both methods are limited to electrolytes for which
nonpolarizable electrodes are known.

The dimensions of a conductivity cell do not need to be known
precisely if the cell is standardized with a solution of known
conductivity. Thus, a cell constant can be found that relates
the resistance of the cell to the conductivity of the solution.
The conductivity of the solvent used is subtracted from the
observed conductivity of the solution. (Low conductivity water
may be obtained by using ion exchange resins or by distilling
water twice in a block tin apparatus. The specific conductivity
of such water is about 0.1 x 10'6 when contaminated with dis-
solved carbon dioxide.)

The equivalent conductivity of a solute (A) is defined as the
specific conductance of the solution in ohm"~ cm_l, divided by

its concentration in equivalents per cubic centimeter.

1000k
A= (3.4)
c
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Kohlrausch demonstrated that this quantity increases with de-
creasing concentration, reaching a limiting value A_ at zero
concentration. After studying the limiting values for a series
of electrolytes, it was found that each ion contributes charac-
teristically to conductivity. From this, then, is derived the
law of independent mobilities.

A= X, + A (3.5)

o o
where A, contributes the positive ions, and \_ the negative.

The limiting conductivity values are accordingly proportional
to the mobilities (defined as velocities per volt per centi-
meter) of the ions u, and u_ , in accordance with the relation

A= X, + A_ = K(u+ +u ) (3.6)

Since the mobility ratio (u+/u+ + u ) is equal to the ratio of
the so called ionic transport number, which can be determined
experimentally, the individual ionic conductances can also be
calculated by combining conductance and transference measure-
ments.

In 1887, Svante Arrhenius proposed the classical ionic or
electrolytic dissociation theory. He was the first to assume
that electrolytic conductance is due to freely moving charged
particles. The limits of his theory are seen in his consider-
ation of the implications of Eq. (3.4). Experiments have shown
that as the concentration decreases, A increases. Arrhenius
explained this by assuming that the number of ionic carriers
decreases as the concentration decreases. Another of his
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assumptions was that ionic mobility (the speed of ions in a
field of 1 volt cm'l) is independent of concentration. Because
of these last two assumptions, Arrhenius's theoretical work is
limited to the case of the weakly ionized solution (i.e. solu-
tions of weak electrolytes).

In 1923, Debye and Huckel worked on an interionic attraction
theory that would enable work to be done with strong electro-
lytes. According to their theory, a charged ion is surrounded
by ions of opposite charge-—an ion atmosphere. This is due to
electrostatic (coulomb) forces and thermal motion.

The ion atmosphere, having a net charge equal to but opposite
in sign from the sign of the central ion, moves with its
associated molecules in the opposite direction of the central
ion when an electric potential is applied. As a result, the
central ion moves against a counter current of solvent, which
amounts to an increase in viscous drag. This can be compared
to the retarding effect of the solvent on the motion of col-
loidal particles in an electric field; hence, the name: elec-
trophoretic effect.

If no external electric field is applied, a spherically sym-
metrical ion atmosphere exists, with the electrical center of
gravity at the central ion. When an external field is applied,
the ion atmosphere moves to compensate for this charge. This
occurs rapidly, but not instantaneously. This phenomenon is .
called the time of relaxation.

The electrophoretic effect and the time of relaxation effect
both increase as concentration increases; hence, the ions
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move faster in a more dilute solution. Also, the equivalent
conductivity* increases with dilution until—at infinite dilu-
tion—it reaches a constant value A_ . The theory shows that
the equivalent conductivity A_ , which would occur if there
were no interactions between the ions, is reduced to

A=A_ -a/fC (3.7)

where C is the concentration of ions and a is a constant.

Onsager developed an equation for quantitative conductance in

very dilute solutions, based upon the aformentioned considerations

A=A, -(ah, + B C (3.8)

where C is the ion concentration, and the constants a and b
depend on the nature of the solvent and upon the temperature.
For univalent electrolytes,

8.20 x 10°
4= — (3.9)

(o1 3/2

*The current in amperes flowing between two parallel electrodes
1 ¢cm apart when the potential difference between the electrodes
is one volt is defined,as the electrical conductivity (A) when
the cell contains 1 cm~ of a solution containing 1 gram equiva-
lent of electrolyte.

Kohlrausch stated in 1875 that the equivalent conductivity of
an electrolyte at infinite dilution is the sum of two parts,
one depending only on the cation and the other on the anion:

A =1_+ 1a

o c
where 1C and 1, are called the mobilities of the ions expressed
in equivalent conductivity units (ohm'1 cmz).
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and

82.4
(DT) 1/2n

(3.10)

D being the dielectric constant at the absolute temperature T,
and n being the viscosity. The Onsager equation has been shown
correct for the conductance of strong electrolytes; however,
deviations do occur as the concentration increases.

In 1934 Shedlovshky accounted for these deviations by extending
Eq. (3.10) to

2

P

- AC - BC log C + DC

=
fl

A

[+ o0

(3.11)

in which

A

(A + 80/ (I - o/ 0 (3.12)

=
8
n

The last two terms may be omitted in many cases (for example,
most univalent salts and strong acids in water up to a con-
centration of about 0.1 N). In 1957, R. M. Fuoss and Onsager
took the size of the ions into consideration and proposed a
theoretical explanation for the deviations. 1In 1954, R. H.
Stokes and R. A. Robinson developed a semi-empirical equation
that appears to hold true for conductance at high concentrations.

In 1927, M. Wien noted that the equivalent conductance of
electrolytes increased at high potential gradients in accordance
with the interionic attraction theory. The ion atmosphere hardly
has time to form if the velocity of the ions resulting from high
field strengths becomes great enough. The result is that both
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the electrophoretic and time of relaxation effects become corre-
spondingly diminished.

The interionic interference effects are more apparent at higher
concentrations of high valence electrolytes. Unexpectedly, weak
acids and bases show a large Wien effect. Consequently, it

appears that high field strengths result in increased ionization
in these weak electrolytes.

Generally, one measures conductance with alternating currents

to avoid polarization. In 1928, Debye and Falkenhagen used
frequencies greater than 5 mega-Hertz and demonstrated an in-
creased equivalent conductance approaching a limiting value
somewhat lower than A_ . At high frequencies, the ion atmosphere
forms—as opposed to the Wien effect; however, because there is
not enough time for the ions to fully distort, there is a loss

of the time of relaxation effect. (The electrophoretic effect

is not affected.) As the frequency is increased, A approaches
A, - B/ C rather than A_

In solvents of high dielectric constant, such as water, strong
electrolytes appear completely ionized. However, in solvents

of low dielectric constant, no strong electrolytes exist and
large negative deviations from the Onsager slopes of conductance
are observed.

When considering weak electrolytes, the following three assump-
tions must be made:

(1) Only a portion of a weak electrolyte is in the
form of free ions
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(2) The rest is undissociated

(3) An equilibrium exists between the two forms of
the solute in accordance with the law of mass
action. It is not necessary for the undissoci-
ated solute to consist of stable molecules bound
together by chemical or quantum forces. N.
Bjerrum suggested that they may be ion pairs;
when a pair of ions of opposite charge are close
together, electrostatic force tend to hold them
together as a dipole. Such an ion pair may be
separated if the average kinetic energy of the
solvent molecule is greater than the potential
energy of the ion pair; this is seen with strong
electrolytes in solvents with high dielectric
constants. In a solution having an average
kinetic energy less than the mutual potential
energy of the ion pair, the ion pair exists
until it is struck by an exceptionally fast
solvent molecule. By this theory, one can pre-’
dict an increase in ion pairs if: the dielectric
constant is low; the ions are small; the charges
are large; and the temperature is low.

Arrhenius's dissociation theory demonstrated that weak electro-
lytes observed the Ostwald dilution law:

ca?
A - Aw - —— (3.13)
kA
where C equals concentration and k is a constant. This expres-

sion is based on the law of mass action and the following two
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assumptions:
(1) The ions are perfect solutes

(2) The ratio % represents the degree of dissociation.
[ 2]
Unfortunately, there are several complications. Assumption (1)
is only an approximation of ionic behavior in dilute solutions,
and assumption (2) is valid only if the mobility of ions do not
change with concentration—which is contrary to fact.

Corrections for nonideal behavior of ion activity coefficients

and for the decrease in ionic mobilities with increase in concen-
tration have been made through the use of the interonic attraction
theory of Debye, Hiuckel, and Onsager. In 1932, for example, Mac-
Innes and Shedlovsky measured the conductance of aqueous acetic
acid solutions and computed the ionization constant of this acid.

The above brief outline of the strong and weak electrolyte theory
explains quantitatively the ionic conductivity in relatively
dilute aqueous and nonaqueous solutions. The quantitative theory
of colloidal solutions and concentrated ionic solutions is not
yet complete in the literature.
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The following effort is suggested to further evaluate the

value of measuring this parameter in a life detection system:

(1) Design a culture chamber that meets the require-
ments of both light scatter and conductivity.

(2) Conduct studies to determine what types of media
would best show a change in conductivity as a
function of cellular growth.

(3) Conduct tests to determine the optimum electrode

materials and forms (such as screens versus
plates).

(4) Evaluate whether alternating or direct current
l _ best meets the requirements of the Wolf Trap life
detection device.

l (5) Conduct tests to determine how the electric cur-
l rent needed for this measurement would affect

growing organisms.

(6) Study conductivity in relation to other parameters.
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Section 4
FLUORESCENCE

Fluorescence is a property of matter involving the emissions of
radiation as radiation is absorbed. When a solute particle is
excited by the absorption of a photon, there are two possible
paths by which the molecule can return to its lowest electronic
state—its ground state.

One path is that of fluorescence. As the photon is absorbed,

the electrons of the solute molecule are excited from the lowest
vibrational level of the ground state to various vibrational
levels of the excited singlet state. (The singlet state is one
in which all of the electrons in the molecule have their spins
paired.) Before an excited molecule can emit energy as a photon,
it undergoes thermal relaxation, transferring the excess vibra-
tional energy from the solute molecule to the solvent. The
excess vibrational energy is the difference in energy between

the various vibrational levels of the singlet state to which the
molecule is excited and the lowest vibrational level of the sing-
let state from which energy is emitted. Energy is emitted as

the molecule goes from the lowest vibrational level of the sing-
let state to various levels of the ground state (Fig. 4-1).

(The energy absorbed can be either visible or ultraviolet light.
The emitted light, the fluorescent light, is always a longer
wavelength than is the absorbed light.)

The other path is referred to as intersystem crossing—a spin-
dependent, internal conversion process that is not well under-
stood. It is postulated that after the electrons are excited to
the singlet state, there is a vibrational coupling between the
excited singlet state and a triplet state. (The triplet state
is defined as a state in which one set of electron spins has
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become unpaired; i.e., all electrons in the molecule except two

have paired spins.) Once the energy is trapped in the triplet
state, it falls to the lowest vibrational level of the triplet
state and then to the ground state. 1In this last step, the

energy is converted to heat, and there is no emission of photons.

The fluorescence of a solute can be greatly affected by its
external environment. Many solutes fluoresce only in select
solvents; others fluoresce weakly in many solvents, brightly in
only a few. Fluorescence is temperature dependent; an increase

in temperature usually causes a decrease in fluorescence inten-
sity. Some solutes are highly pH dependent, others are not.
Inorganic salts, organic compounds, and dissolved gases can reduce
the fluorescence properties of a compound in solution.

It is believed that all solutes without a triplet state do fluor-
esce. However, due to the efficient quenching agents such as

water and dissolved 02, it may be difficult to observe fluorescence
in a solution. For example, substance X may be observed to fluor-
esce under a microscope, when the solute is suspended in a thin
layer of solvent. The emitted light is easily observed, for the
quenching effect of water and oxygen is low, due to the short
distance the emitted light travels through the quenching medium.

This same substance may show no fluorescence when the solution
is observed in a test tube.

On the other hand, if the molecule does have a triplet state,
there is no emission of radiation (the energy having been con-
verted to heat.) The existence of a triplet state at present

is rarely predictable. In many cases, it is only an observable
phenomenon.
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Fluorescence has been suggested as an additional parameter to be
measured by the Wolf Trap device. Both X-ray and ultraviolet
light could serve as an energy source for such work. However,
the practicality of this method is debatable since fluorescence
is not a fundamental property of all living matter. Furthermore,

naturally occurring minerals and other nonliving materials
fluoresce.

There are two possible approaches to measuring fluorescence:
the organisms can be observed either in a culture chamber or
under a microscope. However, because the volume of the culture
chamber is great, the effect of possible quenching agents is
also great.

On the other hand, the optics involved in a microscopic device
are quite complex due to the number of lenses that are required.
However, even if it were possible to view the organisms under
conditions similar to ultraviolet microscopy, there would still
be two problems: unknown substances would be introduced into the
culture chamber along with the sample, in all likelihood af-
fecting the fluorescence properties of the organisms; and there
could well be serious instrumentation problems. The human eye is
much more selective than detectors in discriminating between

two light intensities; i.e., in detecting white on white, a

star against sky glow, or small color differences. And the
human eye can be dark adapted to discern as few as a 100 photons.
At present, light detectors can do none of these things as well,
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We suggest the following effort to determine the feasibility
of measuring fluorescence in Wolf Trap:

F67-13

(1) Evaluate X-ray generators as a source of the
exciting energy.

(2) Study the practicality of ultraviolet as the
exciting energy.

(3) Make instrument measurements on thin layers of
nutrient suspensions.

(4) Consider the possible use of a fluorescent dye
in colorimeter tests.
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Section 5
COMPONENTS

Many engineering advances have recently been made in the compon-
ents available to the designers of the Wolf Trap engineering
model. It is desirable to remain aware of these advances so

that the latest information will be available when the final
design effort is required.

The following is a summary of recent developments in the compon-
ents of special interest to us.

Energy Sources

(1) Manufacturers of incandescent lamps have
recently built miniature lamps with a
significant increase in reliability,
shelf life, and life expectancy. These
manufacturers have found a way to reduce
the buildup of deposits on the windows
and have developed a glass without the
previous defect of discoloration (which

is due to aging).

(2) Gallium arsenide infrared sources are now
on the market. These rugged, stable,
long-life devices are sources of highly
collimated radiation. They are of inter-
est because they provide useful intensi-
ties at moderate power requirements.



(3)

(4)

(5)

(6)

(7)

Manufacturers have continued to improve the
stability of glow discharge lamps and arc
lamps. These lamps are available in a wide
variety of emission frequencies; furthermore,

they can be pulsed at high intensities.

An interesting possibility at present is the
use of radioactive light sources. Radioactive
light requires no power, is very stable, and
is availlable in a wide range of spectral out-
puts. However, the output is very weak and

is also uncollimated. High gain detectors
would have to be used.

Radioactive X-ray sources are available for
several different energies. Unfortunately,
the commercial market offers no small X-ray
generators with reasonable power requirements.
Because of the unique requirements of Wolf
Trap, it may be desirable to optimize the
design of a special miniature generator.

Windows

Corning Glassworks has recently marketed
an optical window glass with high transmission
efficiency for infrared light.

Mention must be made of fused silica and
sapphire windows. Due to recent improve-
ments, the optical grade of these windows
now approaches the requirements for corono-
graph optics. They are designed to be used.
primarily with ultraviolet light.

F67-13
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(9)

(10)

(11)

(12)

(13)
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High strength glass is now available for
the manufacture of essentially indestruct-

ible laboratory glassware.

High strength, low z windows are now marketed
as thin films. These windows are able to
pass both X-rays and a wide range of wave-
lengths in the visible spectrum.

Researchers are continuing to improve
beryllium windows for use with X-ray
radiation.

Currently available are rugged narrowband
pass filters that allow selected frequen-
cies of light to be observed, even though
the light source is broadband.

Detectors

Recent advances in silicon crystal detec-
tors have increased sensitivity and de-
creased noise level in these instruments.

Extremely rugged models are now availlable.

Now on the market 1is a photosenstive
N-channel silicon junction field effect

transistor,

Fo7-

13



(14)

(15)
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Miniature gas-filled proportional counters
are now available from several manufac-
turers. These counters have thin beryl-
lium windows that efficiently pass X-ray
radiation, Several models have already

flown on rocket and satellite experiments.

Within the year, another device of
interest, the channeltron, is to be
flight tested in satellite experiments.
These devices are windowless light

and particle sensitive distributed stage
multipliers.

Bell Laboratories has recently developed
a germanium avalanche electron multi-
plier for use with visible and infrared
light.

Recently developed by Johnstone
Laboratories is a mesh-grid electron
multiplier. The multiplier can be
used with ultraviolet and X-ray radia-
tion. The exciting feature of this
instrument is that—in addition to
being lightweight and rugged—it can
be sterilized (Maximum, 400°C in a
vacuum) .

F67-13
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Others

It is possible to be increasingly more
sophisticated in signal selection and
interference rejection because large
improvements are continuously being
made in the fi~lds of electron stabil-

ity and noise level efficiency.

F67-13
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Section ©
CONCLUSIONS

The following conclusions result from our review of the litera-

ture on light scattering and previous work with the engineering
model of Wolf Trap:

(1)

(2)

(3)

The present laboratory research applications of
X-ray scattering are much more refined than is
needed in Wolf Trap. We must now set up a test-
ing program to fully evaluate the data available
from an instrument capable of being flown.

A series of tests must be conducted to better
understand the nature of conductivity measurements
for biological systems. Also, conductivity must
be studied in relation to the types of media

being considered for Wolf Trap. In short, conduc-
tivity must be studied in light of its relation-

ship to all other parameters on the Wolf Trap
device.

The requirements for measuring fluorescence must
be studied to better judge its potential contri-
bution within the available space and weight of
the Wolf Trap device.

Continued testing should be conducted to refine and select those
methods that will most effectively insure that the data obtained
by the Wolf Trap device is conclusive.
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